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Chapter Goals a2

After completing this chapter, you should be
able to:

+ Explain the simple linear regression model

+ Obtain and interpret the simple linear regression equation
for a set of data

- Describe R? as a measure of explanatory power of the
regression model

« Understand the assumptions behind regression analysis

« Explain measures of variation and determine whether the
independent variable is significant
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Chapter Goals o2

After completing this chapter, you should be
able to:

+ Calculate and interpret confidence intervals for the
regression coefficients

+ Use a regression equation for prediction

* Form forecast intervals around an estimated Y value for
a given X

* Use graphical analysis to recognize potential problems
in regression analysis

« Explain the correlation coefficient and perform a
hypothesis test for zero population correlation
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Section 11.1 Overview of Linear
Models

* An equation can be fit to show the best linear
relationship between two variables:

Y = ,Bo + :le
Where Y is the dependent variable and

Xis the independent variable
By is the Y-intercept

B, is the slope

@PC&I”SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 4



Least Squares Regression

* Estimates for coefficients g, and g, are found
using a Least Squares Regression technique

* The least-squares regression line, based on sample
data, is

)7=b0+b1X

* Where b, is the slope of the line and b, is the y-intercept:

C , S - Lo
bFWﬂ(S—yj b, =Y -bX

X
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Introduction to Regression Analysis

* Regression analysis is used to:

— Predict the value of a dependent variable based on the
value of at least one independent variable

— Explain the impact of changes in an independent
variable on the dependent variable

Dependent variable: the variable we wish to explain
(also called the endogenous variable)

Independent variable: the variable used to explain the
dependent variable
(also called the exogenous variable)

@PC&I”SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 6

11/7/2023



11/7/2023

Section 11.2 Linear Regression Model

* The relationship between X and Y is described by a linear
function

* Changes in Y are assumed to be influenced by changes
in X
* Linear regression population equation model

Vi =B+ X+ &

* Where g, and g, are the population model coefficients
and & is a random error term.
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Simple Linear Regression Model @of2)

The population regression model:

Population g::'ﬂp:;a"m Independent Random
Y |nlml:_.f:pt Coefficient Variable Error
term
Dependent i

"'\-.\,\‘\.‘ '\.\ i y
Variable ~__ _ ry
lﬂ_f

Linear component Random Emor
component
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Linear Regression Assumptions

 The true relationship form is linear (Y is a linear function of
X, plus random error)

 The error terms, &; are independent of the x values

* The error terms are random variables with mean 0 and
constant variance, o

(the uniform variance property is called homoscedasticity)
E[&]=0 and E[eﬂ =o’ for (i=1,..,n)

* The random error terms &;, are not correlated with one
another, so that

E[£¢;]=0 forall i# ]
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Simple Linear Regression Model ¢or2)
Y Y,=p,+ B X +e¢
Observed ,—, l
Value of
¥ for x, . . '§I'|:-|-|-:'|E'—:;r§.“ml
Predicted Random Emor .
Value of for this X, valua
¥forx, | .
Intercept
= i
%
X
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Simple Linear Regression Equation

The simple linear regression equation provides an estimate
of the population regression line

Estimated - .
(or predicted) Estimate of Estimate of the
ue f the regression  regression slope
yvalueror intercept !
|

ochservation J !

Value of x for
« pbservation i

\ "
' d

. =b, +bx

Y i 0 17%1

The individual random error terms €, have a mean of zero

€ :(yi - }7,) =Y, _(bo +b1Xi)
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Section 11.3 Least Squares
Coefficient Estimators @of2)
- b, and b, are obtained by finding the values of
b, and b, that minimize the sum of the squared
residuals (errors), SSE:
n
min SSE =min ) e’
i=1
=min > (y, - ¥;)°
. 2
=min Z[Yi - (bo + blxi)]
Differential calculus is used to obtain the
coefficient estimators b, and b, that minimize SSE
@PC&I‘SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 12
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Least Squares Coefficient
Estimators ¢of2)

* The slope coefficient estimator is

> % -R),-)

: S
blzl : :COV(ZX,V):',_y
2. (% - %)’ R
i=1
* And the constant or y-intercept is
b, = ¥-hX

* The regression line always goes through the mean X,y
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Computer Computation of Regression

Coefficients

* The coefficients b, and b, and other

regression results in this chapter, will be

found using a computer

— Hand calculations are tedious
— Statistical routines are built into Excel

— Other statistical analysis software can be used
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Interpretation of the Slope and the
Intercept

* b, is the estimated average value of y when
the value of x is zero (if x = 0 is in the range of
observed x values)

* b, is the estimated change in the average value
of y as a result of a one-unit change in x
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Simple Linear Regression Example

* Areal estate agent wishes to examine the
relationship between the selling price of a home and
its size (measured in square feet)

* Arandom sample of 10 houses is selected

— Dependent variable (Y) = house price in $1000s
— Independent variable (X) = square feet
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Sample Data for House Price Model

@ Pearson

House Price in $1000s Square Feet
) (X)
245 1400
312 1600
279 1700
308 1875
199 1100
219 1550
405 2350
324 2450
319 1425
255 1700

Copyright © 2020 Pearson Education Ltd. All Rights Reserved.

Graphical Presentation @or2

* House price model: scatter plot

@ Pearson

450

400
350
300 + ®e o
250 1 o o
200 1 °

150
100 +

House Price ($1000s)

al
o
I

o

Square Feet

Copyright © 2020 Pearson Education Ltd. All Rights Reserved.

0 500 1000 1500 2000 2500 3000

-

/..
2 il

Slide - 17

Slide - 18

11/7/2023



11/7/2023

Regression Using Excel @of2)

» Excel will be used to generate the coefficients and
measures of goodness of fit for regression
— Data / Data Analysis / Regression

' (% - [ .
= WD T = a3t A e B E )i D

\ Tostte  Bemars  Oute  Conccicuts Whald  Gow Sngrou lbscts
§anmrrt  Catgw Drmate vemtiten vy ¢ :

t-Tosts Vow
£ Toe: Too-Saogm Amnrg Lol Vanorcms —
12 Tk T Sevpie for Maen =
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Regression Using Excel @of2)
« Data / Data Analysis /Regression
B Jud " -t
L ——— — : ';'_ Provide desired input:
A
/o Nl
nap
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Excel Output @ ofe)

i A 8 c b Dol il F | G
1 SUMMARY OUTPUT

3

3 Regression Stotstes

4 Multiple 0.762113713

3 RSgusre 0.58081 7312

® AdjstedRSguare 0528419476

7 Standard Error 4133032365

4 Obsecvations 10

3

10 ANOVA

1 df 55 MS F Sgnificance £
12 Regression ] 18904.9548 189349348 110848 001039
15 Residusl a 13665.5652  1708.1957

14 Total 9 32600.5

17 Imercept 98.24813 53.03348 169296 017892 3557711 22.07377

Coefficents \etandord Error f Stat Pvolve  Lower 358 Upper 95%
B Square Feet (X) 0.10577 0.00297 332938 001009 001174 0.18580
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Excel OQutput ofe)

Regression Sealistcs

Multiple R oman 1 Ne regression equation is:
R Square 058082 —— .
Apusted R Square aseagz  DOUSE price = 982483340 10977 (square feet)
Standard Errar 41.33032
Obsersaticns 10
ANOVA /
o &5 M5 F Significance F

Regression 1E8834.9348 1£834.9343 11.0843 0.01039
Rasidual 8 136655652 17081987
Total B a 12600.5000
— o~

III!-I'I'N.'JlI1I=."\"’vﬁ.I Standard Errar rStat P-valug Lowar 95%, Upper 95%
Irtareapt %8 24833 56,03348 1.69296 012892 S5TTH  PAOVIEE
Sequare Feet n.mn) 0.03297 332938 001039 003374 098580

""\.___-____-____.-P""
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Graphical Presentation otz

* House price model: scatter plot and regression line
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@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 23

23

Interpretation of the Intercept,

b Sub O
house price =|98.24833|+ 0.10977 (square feet)

- b, is the estimated average value of Y when the
value of X is zero (if X = 0 is in the range of
observed X values)

— Here, no houses had 0 square feet, so |b, =98.24833
just indicates that, for houses within the range of sizes
observed, $98,248.33 is the portion of the house price
not explained by square feet
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Interpretation of the Slope
Coefficient, b Sub 1

ho@rice = 98.24833 +|0.10977 |(square feet)

. b, measures the estimated change in the
average value of Y as a result of a one-unit
change in X

— Here, |b, =.10977| tells us that the average value of a

house increases by .10977($1000) = $109.77, on
average, for each additional one square foot of size
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Section 11.4 Explanatory Power of a
Linear Regression Equation

« Total variation is made up of two parts:

SST =SSR + SSE

Total Sum Regression Sum Error (residual)
of Squares of Squares Sum of Squares
. — -~ iy p— ~ 2
SST =Z(v,. -¥)" SSR =Z(v, -v)° SSE =Z(}; -,)
where:

Y = Average value of the dependent variable
Y; = Observed values of the dependent variable
y. = Predicted value of y for the given x; value
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Analysis of Variance @of2)

+ SST = total sum of squares
— Measures the variation of the Y; values around their

mean, y

* SSR = regression sum of squares
— Explained variation attributable to the linear
relationship between x and y
* SSE = error sum of squares
— Variation attributable to factors other than the linear
relationship between x and y

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 27
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Analysis of Variance o2
¥ Unexplained
variation
Yi @ N A
SSE =2(y;=»)? ’
SST = X(y;~»)?
Explained
j} . variation
y y
.r" X
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Coefficient of Determination,
R Squared

* The coefficient of determination is the portion of the
total variation in the dependent variable that is
explained by variation in the independent variable

* The coefficient of determination is also called
R-squared and is denoted as R?

R? _ SSR _ regression sum of squares
SST total sum of squares

note: Q< R%<1
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Examples of Approximate r Squared
Values @ ors)
’,'
r’=1
Perfect linear relationship
= X between X and Y:
=1
Y 100% of the variation in Y is
M"M explained by variation in X
X
P=1
@PC&YSOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 30
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Examples of Approximate r Squared
Values @ of3)

O<r?<1

Weaker linear relationships
between X and Y:

Some but not all of the
variation in Y is explained by
variation in X
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Examples of Approximate r Squared
Values @ors)
Y
& @
%0 ., o o° r’=0
® g0 ©®
No linear relationship
W2 =0 X between X and Y:
The value of Y does not
depend on X. (None of the
variation in Y is explained by
variation in X)
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Excel Output @ofe

5 S 934.93
Rressuonsumcs R- .. SSR — 18934.9348 :0_58082
iplg B Q76 SST  32600.5000

T2842 58.08% of the variation in

Stndard Eior 1 house prices is explained by

Observations 10 variation in square feet
ArouA ar [ss] Ms F  Significance F
Regression 1 *{18934.9348 | 189349348  11.0848 0.01039
Residual s 136655652 | 17081957
Total 8l 32600.5000
Coefficients  Standard Error t Stat Pvalue Lower 95% Upper 95%
Intercept 98.24833 58.03348 169296 0.12892 3557720 23207386
Square Feet 010977 0.03297 322038 0.01039 003374  0.18520
G (1] 1]
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Correlation and R Squared
* The coefficient of determination, R?, for a
simple regression is equal to the simple
correlation squared
2 2
R =r
@PEHI‘SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 34
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Estimation of Model Error Variance

* An estimator for the variance of the population model
error is

: 2
, ;ei SSE

* " h—2 n-2

+ Division by n — 2 instead of n - 1 is because the simple regression
model uses two estimated parameters, b, and b, instead of one

6%=s

S, = w/S: is called the standard error of the estimate

e
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Excel Output @ofe

Regression Stabstics
Tultiple R o.TeEn
R Square 0.58082

s, =41.33032

Standard Error

41.33032

Observations
ANOVA
af =8 M5 F Significamce F
Begression i R34 5340 1R340348 190848 Gdinds
Besidual ] 13665.5852 Fh R
Todal [ ] 33500, 5000
Coefficients  Standard Error 1 Stat Paalue Lower 25% Upper 85%
L= 9524833 58,03348 169296 012832 -1557TTHI 23207386
Square Feet 1087 0.03z87 232928 001028 003374 018580
/2N
] il
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Comparing Standard Errors

Se is a measure of the variation of observed y values from
the regression line
y

smalls, X large s,
The magnitude of Se should always be judged relative to the
size of the y values in the sample data

i.e.,, s, =$41.33K is moderately small relative to house prices in the

$200 - $300K range

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 37

Section 11.5 Statistical Inference:
Hypothesis Tests and Confidence Intervals

» The variance of the regression slope coefficient
() is estimated by

2 2
) S S

% TS %7 (=D’

where:
Sbl = Estimate of the standard error of the least squares slope
SSE .
S, = /——= = Standard error of the estimate
n-2
@PC&I‘SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 38
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Excel Output sofe

Regression Statisbcs

11/7/2023

Muliiple R 0.TE2d
R Square 0.82082
Adpusted R Sguare 0.52842
Standard Error 41,3332 Shl = 00329?
Ooservations 10
ANDVA
of =5 ME F Significance F
Regression 1 B34 5340 | 188345348 110848 0.01038
Residual B 136655652 1708.1957
Tatal 9 JE00.5000
CoaMicients Standard Errar TStat Pvalue Lowear 5% Upper $5%
Intercept S8,74833 5501348 169286 012832 A587720 23207386
Souare Fest 010877 003207 132808 QU0M038 003374 018500
/o
= il
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Comparing Standard Errors of the

Slope

Sbl is a measure of the variation in the slope of regression

lines from different possible samples

small 5,

@ Pearson

40

large S,

Copyright © 2020 Pearson Education Ltd. All Rights Reserved.
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Inference About the Slope: t Test @or2)

* t test for a population slope
— Is there a linear relationship between X and Y?

* Null and alternative hypotheses
H,:4, =0  (no linear relationship)

H,:B8,#0  (linear relationship does exist)
- Test statistic

(= b1 _ﬂl where:

bl = regression slope coefficient

Sb1 B, = hypothesized slope
df=n-2 s, = standard error of the slope
@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 41
41
Inference About the Slope: t Test o2
House Price | o oo Feet Estimated Regression Equation:
in $1000s
v) © house price =98.25 +0.1098 (sq.ft
e 1200 ouse price =98.25 +0. (sq.ft.)
312 1600
279 1700 The slope of this model is 0.1098
308 1875
199 1100 Does square footage of the house
219 1550 significantly affect its sales price?
405 2350
324 2450
319 1425
255 1700
@PC&YSOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 42
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Inferences About the Slope: t Test
Example @ors

. — A
Hy:5.=0 From Excel output: /[’ !
H1 . ﬂl #* 0 Coefficients Styl(ard Error [ tStat | P-value
Intercept 98.24833 58.0334¢ | 1.69296 | 0.12892
Square Feet C0.10977] 0.03297X 3.32938) 0.01039

i

=3.32938

_b-p _0.10977-0

A 0.03297

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 43

Inferences About the Slope: t Test
Example @ors)

Test Statistic: t = 3.329

Ho'A=0 Erom Excel output: by

. &
H1 . ﬂl * 0 Coefficients St;ud'ard Error | 1 Stat Povalue
df.=10-2=8 Intercept 98.24833 !’s-B.ﬂ-SBAjF 1.69296/] 0.12892
ta..(;zs — 23060 Square Faet ¢ 010977 ] ¢ 003297 3.32938) 0.01039

Decision:
: RejectH,
. e Conclusion:

R S There is sufficient evidence
-2.3060  2.3060 [3.329 that square footage affects

house price
@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 44
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Inferences About the Slope: t Test
Example @ora)

P-value = 0.01039

cn P-val

Hy: =0 From Excel output: e

Hliﬂlio | Coefficients | Standard Error | tStat || Pvalue
Intercept 08 24833 sa033d8 | 1.60296 | |0.12802
Square Feet 0.10977 0.03297 | 3.32938 [ 0.01039 ]

This is a two-tail test, Decision: P-value < a S0

so the p-value is RejectH,

P(t>3.329)+P(t <-3.329) Conclusion:

=0.01039 There is sufficient evidence

(for 8 d.f.) that square footage affects

house price
@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 45

Confidence Interval Estimate for the
Slope @of2

Confidence Interval Estimate of the Slope:

—t S, < < + t S
bl n—2,g by ﬂl bl n—2,g &
2 2
df.=n-2
Excel Printout for House Prices:
Cosfficients | Standard Error T Stat P-value lﬂmr!ﬁ% Upper 35% [
Intercept 0824833 58.03348 | 1.60206 | 0.12882 557700 | 23207386
Square Feat { 0077 003297 | 332938 | o038 | (" ooxaray ( o.18580

At 95% level of confidence, the confidence interval for the
slope is (0.0337, 0.1858)

@PC&I‘SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 46
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Confidence Interval Estimate for the
Slope (2 of 2)

Since the units of the house price variable is $1000s, we are
95% confident that the average impact on sales price is
between $33.70 and $185.80 per square foot of house size

This 95% confidence interval does not include 0.

Conclusion: There is a significant relationship between house price and
square feet at the .05 level of significance

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 47

Hypothesis Test for Population Slope
Using the F Distribution otz

* F Test statistic:

_ MSR
~ MSE
where
MSR = SSR
k
MSE = _SoE
n—-k-1

where F follows an F distribution with k numerator and (n -k - 1)
denominator degrees of freedom

(k = the number of independent variables in the regression model)

@PC&I‘SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 48

Goefficients | Standard Errer T Stat Pvalue lﬂmrﬁﬂ‘. Upper 35% [
Intereept 9824833 58.03348 |  1.69206 | 0.12092 .35.57730 | 23207386
Square Feat {077 003297 | 332938 | o038 | (" ooaaraly (o158
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Hypothesis Test for Population Slope
Using the F Distribution otz

* An alternate test for the hypothesis that the slope

IS zero:

Hy:5=0
H,:5,#0
» Use the F statistic

F=

MSR

SSR

2
MSE  s;
* The decision rule is
reject Hyif F>F
@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 49
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Excel Output @ofe
Regression Statistics

Muttiple R 0.76211 MSR 189349348

R Square 0.58082 F = - = 110848

Adjusted R Square 0.52242 MSE 17081957

Standard Error 4133032 T

Observations 10 With 1 and 8 degrees P-value for

of freedom the F-Test
ANOVA
o / ss MS F / Significance F /

Regression 1 189349348 (189349348 11.0843 001032{

Residual 8 136655652 17081957

Total L] 32600.5000

Coefficients  Standard Error 1Stat Pvalue Lower 95% Upper 95%
Intercept 96245833 5803348 16929 0.12892 3557720 23207386
Square Feet 0.10977 0.03297 332938 0.01039 0.03374 0.183%20
/o,
&Elp
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F-Test for Significance

H,: 5 =0 Test Statistic:
H,:f#0 £_MSR_ . o
=05 T MSE
df=1 df,=8 .
N . Decision:
Critical Reject H, at « =0.05
Value:
Foypee =5.32
a=05 Conclusion:
s There is sufficient evidence
0+ F that house size affects
0 not Reject [T, . i
eoctlly, p =532 selling price
@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 51
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Section 11.6 Prediction
* The regression equation can be used to predict a
value for y, given a particular x
* For a specified value, X, ,;, the predicted value is
Yoa = b0 + b1Xn+1
@PC&YSOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 52
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Predictions Using Regression
Analysis

Predict the price for a house with 2000 square
feet:
house price =98.25 + 0.1098 (sq.ft.)
=98.25 + 0.1098(2000)
=317.85

The predicted price for a house with 2000 square
feet is 317.85($1,000s) = $317,850

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 53

Relevant Data Range

* When using a regression model for prediction,
only predict within the relevant range of data

Relevant data range

IK_HI
450 [ I
. 400 1 1 ® .-
350 + I 1
é 300 i @ %
® o | |
e 250 p :
$ o 1 I Risky to try to
g "% ' ! extrapolate far
50 + 1
o A 1 , beyond the range
0 500 1000 1500 2000 2500 3000 of observed x
Square Feaet values
@PC&I‘SOH Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 54

11/7/2023

27



55

56

Estimating Mean Values and
Predicting Individual Values

Goal: Form intervals around y to express uncertainty about

the value of y for a given X

Confihenaa
Interval for the Y
expected value

of y, given, {j’
,C = by +h,x, /l L

‘Fisreductnon Interval
| for an single

| observed y, givenyx, |

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved.
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Confidence Interval for the Average

Y, Given X

Confidence interval estimate for the expected

value of y given a particular X;
Confidence interval for E(Y,,|X,.,):

_v)\2
yn+1it a Se 1-I_(XnJrl—X—)Z
25 \ln e D> I(x—X)

X)?
so the size of interval varies according to the distance
X, is from the mean, X

Notice that the formula involves the term (X,,; —

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved.
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Prediction Interval for an Individual
Y, Given X

Confidence interval estimate for an actual
observed value of y given a particular X;

Confidence interval for ¥, ., :

(Xn+1 — X)

yn+1 =+ tn—2,u Se |:]"+ Z(X X) :|

This extra term adds to the interval width to reflect
the added uncertainty for an individual case

@Pearson Copyright © 2020 Pearson Education Ltd. All Rights Reserved. Slide - 57

Example: Confidence Interval for the
Average Y, Given X @of2

Confidence Interval Estimate for E(Yn+l | Xn+1)

Find the 95% confidence interval for the mean price of
2,000 square-foot houses

Predicted Price ¥; =317.85 ($1,000s)

Joatt as\/ %) 51785437.12

Z(x —X)?

The confidence interval endpoints are 280.73 and 354.97, or
from $280,730 to $354,970
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Example: Confidence Interval for the
Average Y, Given X o2

Confidence Interval Estimate for Y.,

Find the 95% confidence interval for an individual house
with 2,000 square feet

Predicted Price ¥, =317.85 ($1,000s)

2
gt s s SX) 31785410228
1.5 n > (x-X)

The confidence interval endpoints are 215.57 and 420.13, or
from $215,570 to $420,130
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Section 11.7 Correlation Analysis @of2

« Correlation analysis is used to measure strength
of the association (linear relationship) between
two variables

— Correlation is only concerned with strength of the
relationship

— No causal effect is implied with correlation
— Correlation was first presented in Chapter 4
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Section 11.7 Correlation Analysis @of2)

* The population correlation coefficient is denoted
P (the Greek letter rho)

* The sample correlation coefficient is

S
X
r=—2

5,8,

where
> (% =X)(;i - Y)
SXy =

n-1
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Test for Zero Population Correlation
* To test the null hypothesis of no linear association,
H,: p=0

the test statistic follows the Student’s t distribution
with (n — 2) degrees of freedom:

Ja-r?)
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Decision Rules

Hypothesis Test for Correlation

Lower-tail test: Upper-tail test: Two-tall test:
Hy:p>0 Hy:p<0 Hy:p=0
H,:p<0 Hy:1p>0 H :p=0

Reject H, if t<-t,,, Reject H, if t>t,,, Rejeét Hoif t<t
0 n-2,%
ryn-2 2
Where t= ( )has n-2 d.f. ort>t
J(d-r?) 25
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Section 11.8 Beta Measure of
Financial Risk

» A Beta Coefficient is a measure of how the returns
of a particular firm respond to the returns of a
broad stock index (such as the S&P 500)

* For a specific firm, the Beta Coefficient is the
slope coefficient from a regression of the firm'’s
returns compared to the overall market returns
over some specified time period
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Beta Coefficient Example

* Slope coefficient is the Beta Coefficient

Fitted Line Pio
Pearson PLC (ADR) 0000982 -

0104 4 -
. .« * * |S 0.0378082
. R-S5q 35.2%
g ~ ® R-Sqilady) 34.0%
0.054 . ;
< e 3 L > \
Q o ® \‘ .
§ 0.00 . $5et e o, Information about
g x ..' ~ . P the quality of the
£ 0054 AL R L regression
® & model that
- 9 e provides the
10 T T ' T ¥ estimate of beta
0.075 0.080 0.025  0.000 0.02% 0.080
SP 500

Ragression Analysis: Pearson PLC (ADR) versus SP 500
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Section 11.9 Graphical Analysis

* The linear regression model is based on
minimizing the sum of squared errors

* If outliers exist, their potentially large squared
errors may have a strong influence on the fitted
regression line

* Be sure to examine your data graphically for
outliers and extreme points

* Decide, based on your model and logic, whether
the extreme points should remain or be removed
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Chapter Summary

* Introduced the linear regression model

* Reviewed correlation and the assumptions of
linear regression

* Discussed estimating the simple linear regression
coefficients

* Described measures of variation
» Described inference about the slope

* Addressed estimation of mean values and
prediction of individual values
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